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ABSTRACT
Chromatin immunoprecipitation (ChIP), when paired with sequencing or arrays, has become a method of choice for the unbiased identification

of genomic-binding sites for transcription factors and epigenetic marks in various model systems. The data generated is often then interpreted

by groups seeking to link these binding sites to the expression of adjacent or distal genes, and more broadly to the evolution of species, cell

fate/differentiation or even cancer development. Against this backdrop is an ongoing debate over the relative importance DNA sequence

versus chromatin structure and modification in the regulation of gene expression (Anon. [2008a] Nature 454: 795; Anon. [2008b] Nature 454:

711–715; Henikoff et al. [2008] Science 322: 853; Madhani et al. [2008] Science 322: 43–44). Rationally there is a synergy between the two

and the goal of a biologist is to characterise both comprehensively enough to explain a cellular phenotype or a developmental process. If this is

truly our goal then the critical factor in good science is an awareness of the constraints and potential of the biological models used. The reality

however is often that this discussion is polarised by funding imperatives and the need to align to a transcription factor or epigenetic camp. This

article will discuss the extrapolations involved in using ChIP data to draw conclusions about these themes and the discoveries that have

resulted. J. Cell. Biochem. 107: 19–29, 2009. � 2009 Wiley-Liss, Inc.
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O f the three billion base pairs within the human genome only

around 1.5% encode proteins [Anon., 2004]. The remaining

non-coding sequences in part regulate gene expression and

understanding transcriptional regulation is of fundamental impor-

tance in making sense of human development and disease processes.

With this in mind, it is necessary to address a number of critical

questions: 1—what are the transcriptional regulatory sequences for

every gene? 2—what is the cis-regulatory code underpinning tissue-

specific and developmental gene expression? 3—how are epigenetic

information and imprinting propagated throughout development

and what is their role in regulating gene expression? Addressing

these questions requires a comprehensive description of the DNA

sequences that interact with transcriptional regulatory proteins,

the temporal regulation of these associations and a comprehensive

catalogue of the factors involved. Early efforts to tackle these

questions did not take into account the status of the chromatin

structure in compacting DNA and regulating the access of proteins

to regulatory elements [Klug and Famulok, 1994]. Therefore, a

series of approaches have been developed to study protein–DNA

interactions in the nucleus under physiological conditions, which

has evolved into chromatin immunoprecipitation (ChIP) [Das et al.,

2004] (Fig. 1). Living cells are treated with a chemical cross-linking

reagent that fixes protein to their DNA targets. Chromosomes are
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then extracted and fragmented using DNA shearing or enzymic

digestion and specific DNA sequences associated with specific

proteins are enriched using immuno-affinity purification with a

specific antibody against a target protein. Purified DNA fragments

can then be analysed using Southern blotting or PCR to determine

whether a specific sequence is present. Conventional ChIP is

normally limited to known proteins and known or suspected target

sequences but does not readily allow for the identification of novel

protein binding sites or target sequences on a genome-wide scale.

This limitation can be overcome by the use of microarrays or direct

sequencing as a readout [Collas and Dahl, 2008].

By combining ChIP with DNA microarrays, the ChIP-on-chip

method in principle allows the unbiased detection of DNA binding

sites for proteins throughout the genome. ChIP-on-chip involves the

amplification and fluorescent labelling of ChIP-purified DNA

followed by hybridisation to DNA microarrays along with a control

DNA sample corresponding to total genomic DNA. In practice array

probes are designed to cover non-repetitive sequences principally

and so coverage is less complete than that achievable by direct

sequencing using next generation platforms such as Solexa. Array

elements that correspond to genomic-binding sites have signifi-

cantly higher fluorescent signal intensity than the control DNA. The

availability of high-density oligonucleotide arrays with whole
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Fig. 1. Existing ChIP platforms: variations on the same theme. The ChIP technology allows the identification of specific genomic sequences that are in direct physical

interaction with transcription factors and other nuclear proteins on a genome-wide basis. It produces a library of DNA sites that a particular factor was bound to in vivo. The

technique can be divided into three phases. In the first one, the ‘wet’ phase, cells or tissue are treated with a chemical cross-linker resulting in protein-protein and protein–DNA

binding. The cells are then lysed, chromatin is extracted and sheared by sonication resulting in double-stranded chunks of DNA fragments less than 1 kb in length. A complex of

magnetic beads and antibody specifically directed against the protein of interest is added to the fragmented chromatin. The antibody-bound fraction is magnetically separated

from the unbound fraction, the chromatin eluted, the cross-link reversed and the DNA purified. In the next phase, the ‘semi-wet’ phase, processing of the samples can be carried

out by the means of different technological platforms. In the Chip-on-chip method, the ChIP-enriched chromatin is amplified and denatured to produce the single-stranded

DNA fragments. These are labelled with a fluorescent tag and are incubated with the DNA microarray (tiled with short, single-stranded sequences covering the genomic region of

interest). Complementary fragments will hybridise to the array, forming a double-stranded DNA fragment. The fluorescent signals from the array are then captured. The analysis

of the raw data constitutes the ‘dry’ phase of ChIP-on-chip experiments and is also the trickiest part of the technique. Typical problems encountered during the analysis include

the chip read-out, inadequate methods to subtract background noise, and suitable algorithms that normalise the data and make it available for subsequent statistical analysis. In

ChIP-PET, which stands for Paired-End Tags, the ChIP-enriched DNA is cloned into a plasmid-based library. The plasmids are digested by restriction enzymes to yield a library of

concatenated paired-end ditags sequences where each ditag represent the 50-most and 30-most termini of the ChIPed chromatin fragments initially cloned into the original

library. These concatenated PETs are sequenced and their locations are mapped to the genome to delineate the boundaries of protein ChIP-enriched chromatin. ChIP-Seq

combines chromatin immunoprecipitation with high throughput parallel whole-genome sequencing to identify binding sites of chromatin-associated proteins. After

purification, adapters are added to the DNA fragments and the tagged DNA fragments are then amplified. They are then sequenced simultaneously using a genome sequencer.

The analysis software aligns sample sequences to a known genomic sequence to identify the ChIP-enriched fragments. The depth of sequencing (i.e., the number of mapped

sequence tags), the size of the genome and the distribution of the target factor all determine the sensitivity of the ChIP-Seq technology. Unlike the ChIP-on-chip technique, the

accuracy of the ChIP-Seq is not limited by the spacing of predetermined probes. By integrating a large number of short reads, it is possible to achieve highly precise binding site

localisation. Compared to ChIP-on-chip, ChIP-Seq can locate a protein binding site within tens of base pairs of the actual protein binding site.
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genome coverage has improved the sensitivity and specificity in the

detection of protein binding sites.

The alternative to this is tag-based high throughput sequencing,

an approach originally applied to transcription profiling as a method

known as Serial Analysis of Gene Expression (SAGE) [Chen, 2006].

In the guise of SAGE, it involves the isolation of a unique short DNA

tag at the 30-end of each cDNA, concatenation of multiple sequence

tags to create a library of tag clones, followed by large scale

sequencing to obtain tens of thousands of tag sequences resulting in

a gene expression profile. Owing to the complexity of the human

genome, the number of tag sequencing runs required to obtain a

reliable and comprehensive map of protein–DNA interactions for a

given transcription factor is considerably greater than the number of

runs required for a SAGE-based gene expression profile. Conse-

quently, it has only been a viable alternative to ChIP-on-chip with

the recent development of high-throughput picoliter DNA sequen-

cers. This provides the potential for a genuinely unbiased

examination of DNA binding sites for proteins since no region of

the genome is excluded prior to experimentation based on sequence

characteristics (satellite/transposon density, etc.). This however will

inevitably create issues at the data analysis and validation stages.

ChIP-based methods provide a direct means of examining

protein–DNA interactions in cells with the consequence that the

results are likely to have some physiological relevance. They do not

rely on a prior knowledge of transcriptional regulatory sequences

based on more in vitro approaches and have in many cases redefined

the target sites for transcription factors previously investigated

using other strategies. There are, however, potential drawbacks that

require appropriate controls. The main limitation is the dependency

on the quality and specificity of antibodies of available antibodies

for proteins of interest. Given that the complex that is immuno-

precipitated is chemically cross-linked, antibody specificity as

determined using other approaches, such as Western blotting or

confocal microscopy, do not extrapolate to ChIP. This may reflect

the altered accessibility of epitopes within the cross-linked complex

in a ChIP reaction and it is therefore good practice to screen panels of

antibodies against a target protein. Alternatively the protein of

interest can be ectopically overexpressed with an epitope or the

epitope can be inserted into the genome in a targeted manner using

homologous recombination [Zhang et al., 2008].

A significant factor in interpreting the results of ChIP studies is

the degree to which the binding site and epigenetic information is

context dependent. Context can be defined as a dependency on the

predominant phase of the cell cycle for a given cell population, the

differentiation or disease status of the cells, tissues or organism,

the environment in which those cells, tissues or organisms find

themselves and the evolutionary divergence between species. If

binding sites or epigenetic marks are highly dynamic and influenced

by these factors, then defining general principles becomes much

more difficult. Some of these general principles precede the

sequencing of the human genome and include, for example, the

idea that transcription is regulated primarily through regulatory

sequence elements situated predominantly upstream of target genes

and proximal (within a few kilobases) of these genes. This has

influenced the development of some platforms, promoter arrays for

ChIP-on-chip experiments for example, and has also influenced
JOURNAL OF CELLULAR BIOCHEMISTRY
subsequent data analysis and specifically correlations between

transcription factor binding sites and changes in gene expression.

Increasingly researchers are seeking to derive ever greater

‘relevancy’ from their work by extrapolating from data gleaned in

one system to others. It is therefore timely to reconsider what is

known and unknown and what we as researchers are actually

therefore basing our interpretations on. The traditional approach to

characterising promoters has been to clone regions predicted to

occur 1–5 kb upstream of a putative transcriptional start site, as

defined by TATA boxes or equivalent motifs, into reporter

constructs. The outcome has been significantly influenced by

chance in that much of this work was undertaken before DNA

binding sites for transcriptional regulators had been defined. The

recent work of the The Encyclopedia of DNA Elements (ENCODE)

Project focussing on 30 Mb—�1% of the human genome—provided

some striking insights into the uses to which this DNA is put both

in a single species and by making cross-species comparisons [Birney

et al., 2007]. ENCODE has focussed on a collection of 44 genomic

loci ranging in size from 500 kb to 2 Mb with the aim of

comprehensively identifying functional elements in the human

genome. This identified 118 promoters of which 96 were promoters

of previously known transcripts and 22 were novel. By taking an

unbiased, multi-group approach ENCODE has challenged some of

the dogma that has previously informed our interpretations of ChIP

data [Birney et al., 2007]. They have shown that: 1—whilst only a

small fraction of DNA sequence encodes proteins, the human

genome is pervasively transcribed. The majority of bases in the

human genome are associated with at least one primary transcript

and many link distal regions to establish protein-coding loci. 2—

Regulatory sequences that surround transcription start sites are

symmetrically distributed with no bias towards upstream regions.

3—Chromatin accessibility and histone modifications are highly

predictive of the presence and activity of transcription start sites. 4—

The majority of functional elements within DNA sequences are not

actively constrained across evolution. These elements are in effect

neutral despite being biologically active and are in other words of no

discernible/specific benefit to the organism. These elements may

provide the raw material for further rounds of natural selection and

the development of new lineages.

These observations post-date the majority of recent ChIP studies

and the work that we go on to discuss in this review will benefit from

being viewed, or perhaps reviewed, in the context of ENCODE and

similar studies.

APPLYING ChIP-on-chip TO EPIGENETICS

A fundamental aspect of genome regulation is chromatin

organisation and DNA methylation. Histone modifications and

DNA methylation states constitute the epigenetic information that

controls animal development and cell function. Understanding the

exact roles of these epigenetic marks and the mechanisms of

function is an important component in delineating developmental

programs and gene regulation [Anon, 2008a,b; Henikoff et al., 2008;

Madhani et al., 2008]. ChIP-on-chip has been used to directly reveal

histone modifications at specific loci on a genomic scale in a bid to
A CONTEXT FOR ChIP 21



facilitate the understanding of the relationship between histone

modifications and gene expression for a large number of genes in

parallel. To this effect, a wide array of antibodies have been

developed and characterised to recognise either the core histones or

peptides with the specific modifications, such as acetylation,

methylation, ubiquitination or phosphorylation. Several groups

have applied ChIP-on-chip to examination of the nucleosome

distribution in vivo. Lieb and colleagues performed ChIP-on-chip to

identify the location of core histone H3 and H4 in the yeast genome

and found that the nucleosomes are not evenly distributed along the

yeast chromosomes [Lee et al., 2004]. Instead, the coding sequences

have lower density of histones on average than the intergenic

regions. Actively transcribed genes have the lowest density of

nucleosomes, indicating that the nucleosomes are displaced during

transcription. This study was extended by Rando and colleagues,

who analysed the precise location of mono-nucleosomes along the

yeast chromosomes using high-resolution oligo arrays [Yuan et al.,

2005]. The analysis revealed that the promoters of actively

transcribed genes are nucleosome free. Young and colleagues also

observed a similar depletion of nucleosomes at the coding and

transcriptional starts of the genes [Pokholok et al., 2005]. Taken

together, these studies have established that nucleosomes are

dynamically distributed along the genome, and showed that

changes of nucleosome organisation accompany transcriptional

activities. Similar chromatin dynamics have also been observed in

higher eukaryotes. A ChIP-on-chip investigation into the chromatin

structures in the Drosophila genome showed that promoters of

actively transcribed genes are generally devoid of normal histone H3

[Mito et al., 2005]. However, these promoters are associated with a

variant form of H3, H3.3, which is deposited to the transcribed

sequences by a replication-independent mechanism. Other histone

variants have been analysed by ChIP-on-chip. The position of

histone variant H2A.Z along the yeast genome was also determined

and found to flank the silent heterochromatin regions to prevent

their spread [Raisner et al., 2005]. Nucleosomes with this histone

H2A variant are preferentially located at promoters, again

suggesting distinct chromatin organisation at transcription start

sites [Guillemette et al., 2005].

Besides chromatin organisation and distribution of histone

variants, chromatin modifications constitute another important

aspect of epigenetic information. An extensive array of modifica-

tions was found, and many have been functionally linked to

transcription. Several groups have systematically examined the

histone modifications throughout the yeast genome and correlated

them with loading of transcription factors and gene expression

levels [Roh et al., 2004; Pokholok et al., 2005; Rando, 2007;

Shivaswamy and Iyer, 2007]. These studies have revealed a

surprisingly simple pattern of correlation between histone mod-

ifications and gene expression. The various acetylation and

methylation of histone H3 and H4 are tightly correlated with each

other and with gene expression. These marks are found at nearly all

the active promoters, and the dynamic levels of modification appear

to generally correlate with gene transcription [Pokholok et al.,

2005]. Tri-methylation of lysine 36 of histone H3 (H3K36me3)

appears to be correlated with transcription elongation or termina-

tion, as they occur mainly in the transcribed regions [Pokholok et al.,
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2005]. In contrast, methylation of lysine 9 of histone H3 is located

within heterochromatin and centromeric and telomeric regions

[Pokholok et al., 2005; Rao et al., 2005].

A similar distribution of histone modification patterns along the

genome has also been observed in higher eukaryotes. A number of

groups have examined the histone H3 acetylation and methylation

in mammalian cells and in Drosophila. Similar to yeast, tri-

methylation of lysine 4 of histone H3 (H3K4me3) is predominantly

located at active promoters whereas tri-methylation of lysine 27 of

histone H3 (H3K27me3) is preferentially present at inactive

promoters [Kirmizis et al., 2004]. In addition, H3 acetylation occurs

in promoter regions and at other genomic sequences that correspond

to enhancers [Bernstein et al., 2005]. Recent reports demonstrated

that DNA methylation can be monitored with a modified ChIP-on-

chip method [Mohn et al., 2009]. Schubeler and colleagues used an

antibody that specifically recognises the methyl-cytosine to isolate

methylated DNA from cancer cells and identified the sites of DNA

methylation using BAC or CpG island arrays [Weber et al., 2005].

The results revealed many differences between the DNA methylation

profiles in cancer and normal cells, confirming that alteration of

epigenetic programs contributes to tumorigenesis [Weber and

Schubeler, 2007].
ChIP-on-chip IN STEM CELL RESEARCH
AND CELLULAR DIFFERENTIATION

Embryonic stem (ES) cells are pluripotent cells derived from the

inner cell mass (ICM) of the developing blastocyst. These cells

possess self-renewal capacity and can generate virtually every cell

type in the body. Sorting out the mechanisms underlying

pluripotency and self-renewal of ES cells holds the key to

understanding animal development and realising the therapeutic

potential of ES cells in regenerative medicine. In an effort to dissect

the transcriptional regulatory networks involved in maintaining a

stem cell state, recent genomic studies using ChIP combined with

genome-wide technologies have identified target genes regulated by

three key transcription factors, Oct4, Nanog and Sox2 [Loh et al.,

2008]. To date, target binding sites for these transcription factors

have been identified by a number of groups for both human and

mouse ES cells using different ChIP platforms [Boyer et al., 2005;

Loh et al., 2006; Mathur et al., 2008] (Fig. 2).

In a study using ChIP-PET, Loh et al. [2006] identified 1,083 and

3,006 binding sites for Oct4 and Nanog, respectively, in mouse

ES cells. The authors validated the functionality of these binding

sites by complementing their ChIP dataset with RNAi microarray

expression profiling. In a slightly more recent study employing a

different platform (ChIP-on-chip), Mathur et al. [2008] also sought

to identify genomic targets for the same transcription factors in

mouse ES cells. Their approach identified 1,351 and 1,124 binding

sites for Oct4 and Nanog, respectively. Both the Loh and Mathur

datasets describe an extensive number of targets that are enriched

for genes that play a role in development and cell fate specification.

In addition, both sets of results suggest that Oct4 and Nanog can

co-occupy some of their targets, that both Oct4 and Nanog can
JOURNAL OF CELLULAR BIOCHEMISTRY



Fig. 2. Identification of Oct4 and Nanog chromatin binding sites using ChIP technology. a: Number of Oct4 and Nanog targets identified using ChIP technology in the studies

discussed here. b: Overlaps and discrepancies between these studies.
potentially activate or repress their targets and that Oct4 and Nanog,

in addition to binding other promoters, can also bind their own and

each other’s promoters. However, as the authors report, there are

also substantial differences in the data obtained through these

different platforms that illustrate not only the need to apply caution

in using these data in a complementary manner but, perhaps

more importantly, also the need for a standardised data analysis

methodology to compare different experiments. In order to

determine how the analysis method and threshold criteria influence

the agreement between the ChIP-PET and ChIP-on-chip experi-

ments, Mathur et al. generated recovery curves. They show that 24%

of the Oct4 targets identified by ChIP-PET were recovered in the

ChIP-on-chip dataset within a distance of 1 kb. Conversely, 9.3% of

the Oct4 targets identified by ChIP-on-chip were recovered in the

ChIP-PET dataset. For Nanog, these numbers are 28.1% and 19.5%,

respectively.

A previous study by Boyer et al. [2005] also used a ChIP-on-chip

approach to identify Oct4 and Nanog binding sites in human ES cells

and it is interesting to compare these results to those obtained in

mouse. This comparison reveals that in both human and mouse, Oct4

and Nanog occupy a large number of transcriptionally active and

silent genes, many of which have been shown to regulate lineage

specification and cell fate determination. Still, only 9.1% of Oct4-
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bound genes and 13% of Nanog-bound genes overlapped between

the studies. This limited overlap may suggest that differences may

exist in the networks controlled by Oct4 and Nanog between species.

Once more the different technology platforms and reagents used

in the two studies may contribute to the discrepancies observed.

Boyer et al. [2005] screened regions spanning 10-kb upstream

transcription start sites of approximately 18,000 annotated genes,

representing roughly 6% of the human genome. However, a

significant number of binding sites may be located outside promoter

regions. Indeed, previous work on mapping transcription factors

binding sites using unbiased whole-genome approaches showed

that some mammalian transcription factors bind sites outside

proximal promoter elements. Unbiased mapping of binding sites in

ES cells with ChIP-PET is therefore particularly important in the

context of mammalian systems since regulatory elements are not

always comprised within the 50 proximal region of the first exon

[Cawley et al., 2004].

The discrepancies highlighted between these three different

studies could arise from the limitations inherent to the methods

used. In ChIP-PET experiments, the cloning, sequencing and

mapping all leave margin for errors whereas in ChIP-on-chip,

observations are restricted to regions tiled on the array and the

resolution is limited by the size of the probes, their spatial
A CONTEXT FOR ChIP 23



distribution and the average chromatin fragment size. On top of

these limitations, it is important to consider other sources of

variability: binding sites may be differentially occupied at different

times during the cell cycle, different antibodies may be used and the

processing of samples can vary between laboratories. ChIP-Seq,

the most recent addition to the ChIP family, aims to address many of

the issues such as genome coverage, sequencing depth and binding

resolution that are encountered by other techniques.

Separately, each study can be taken as a partial representation of

the overall ES cell regulatory network but it is the integration of the

data from multiple platforms that provides a more detailed overview

of the factors involved in the ES cell transcriptional network.

However, caution must be applied when extrapolating data in this

way as the discrepancies observed in the results may reflect true

biological differences between the samples due to a different cell

status. Indeed, the binding of transcription factors to their DNA

target must not be seen as a two dimension geographical chart but as

a three dimension succession of maps that are temporally altered in

response to various stimuli. Therefore, the representation of the

overall ES cell regulatory network obtained by merging several

different experiments as described in this review may not represent

an accurate snapshot of a particular population of ES cells at a

given stage but the superimposition of temporally different and

incomplete stages. Only once the complete epigenetic and

transcription factor binding map is obtained for the various time

points, can we complete the picture by trying to place the events

sequentially as they occur to achieve the phenotype we are

interested in.

In parallel to the transcriptional profiling studies described above,

studies on epigenetic markers have suggested that epigenetic

profiles may be indicators of stem cell identity [Azuara et al., 2006].

They show that the epigenetic profile of pluripotent ES cells is

different from that of embryonic carcinoma cells, haematopoietic

stem cells and their differentiated progeny [Azuara et al., 2006].

Silent, lineage-specific genes replicated earlier in ES cells had high

levels of acetylated H3K9 and methylated H3K4, usually considered

as markers of open chromatin. These were combined with

H3K27me3 at some silent genes. This suggests that pluripotency

is characterised by a specific epigenetic profile where lineage-

specific genes are primed for expression but that their expression is

repressed if they carry the repressive H3K27me3 histone modifica-

tion.

At present, we, as researchers, still have little evidence as to which

of the two charts, that of transcription factor binding sites or that of

epigenetic chromatin modifications, contains the true blueprint for

gene expression. Is the epigenetic chromatin context the main

modulator of transcription? Or is it simply a secondary outcome of

the transcription factor’s associated chromatin-modifying activities

that facilitates transcriptional regulation? Or is the information

locked in the genomic sequence motifs and recognised by the

transcription factors the only drive behind controlling transcrip-

tion? It is likely that the two mechanisms act in concert as a double

level of security to ensure a tight regulation of transcription.

It will be interesting to see if the superimposition of these maps

leads to a more accurate picture of activation or silencing of gene

transcription.
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EVOLUTIONARY CONSERVATION OF
TRANSCRIPTION FACTORS AND BINDING SITES

It is acknowledged that evolutionarily conserved sets of tissue-

specific transcription factors determine a cell’s transcription during

development and do so by recognising short DNA sequence motifs.

How transcription factors discriminate between those motifs is

believed to be dependent on a range of influences including

chromatin structure and cellular signalling/environment. Sequence

comparisons alone across species are poor predictors and even when

both the sequence motifs and the transcription factors are highly

conserved between, for example, mouse and human, the precise target

genes and binding site locations diverge. Similar observations have

been made in cross-species comparisons of Drosophila, yeast and

mammals. Mechanisms that determine tissue-specific transcriptional

development may be significantly more complex than simply loss or

gain of local sequence motifs. In a recent study, the contribution of

genetic sequence to transcription was isolated using a mouse model of

Down’s syndrome containing part of human chromosome 21 [Wilson

et al., 2008]. This allowed the comparison of orthologous mouse and

human sequences in the same nuclei when isolated from other

environmental and experimental variables. Liver was chosen as a

representative tissue because the bulk of the cellular content is

hepatocytes that can be easily isolated and are highly conserved in

structure and function. In this unique context, isolated from many

trans-regulatory influences, the authors showed that transcription

factors encoded by the mouse genome could bind to human

sequences identically to transcription factors encoded by the human

genome in a native tissue setting [Wilson et al., 2008]. Exploring

epigenetic marks, the authors assessed H3K4me3, a mark that mostly

associates with transcription start sites and correlates with gene

expression. Overall they found that around 85% of these marks were

conserved between the human and mouse setting for chromosome 21

[Wilson et al., 2008]. The authors therefore concluded that regions

of differential H3K4me3 between divergent species are dictated

principally by cis-acting genetic sequence. Neither the cellular

environment nor differences between human and mouse chromatin

remodelling complexes were reported to be significant.

This study is an elegant tour de force. The development of a

mouse containing a mosaic genome has undoubtedly allowed the

contribution of sequence to be separated from other cellular and

environmental influences. However, in applying this model in this

manner, a self-fulfilling study arises. If there are protein differences

(divergent signalling pathways or environmental responses) that

affect gene expression then, presently, whilst we can transpose parts

of a genome from species-to-species, we cannot transpose these

trans-acting factors. Indeed in an earlier study, 41–89% of binding

events at orthologous promoters were found to be species-specific

depending on the transcription factor (FOXA2, HNF1A, HNF4A or

HNF6) and comparing mouse to human. However such divergence

should not be ignored in all cases. Many transcription factors, rather

than acting as master regulators with constitutive activity once

expressed, are activated dynamically in response to cytokines,

growth factors and hormones. Hopefully the model will be employed

to explore the targeting of other transcription factors in other tissues

to address this point.
JOURNAL OF CELLULAR BIOCHEMISTRY



CELL-CYCLE DEPENDENT TRANSCRIPTION FACTOR
ACTIVITY AND BINDING

Transcription factor activity depends on chromatin remodelling and

the composition of transcriptional complexes. Most ChIP experi-

ments published so far have been undertaken in unsynchronised

cell lines. Although binding sites and epigenetic marks can be

catalogued with relative precision across the genome they

potentially reflect the predominant sites of occupancy and

chromatin modifications in a population in G1/S, G2/M and G0.

Any cell cycle specificity is therefore potentially masked. This

becomes highly relevant for transcription factors with potent but

divergent effects on phenotypes spanning proliferation through to

terminal differentiation [Vias et al., 2008]. Differentiation is often

associated with cell cycle arrest whereas proliferation is associated

with cell cycle progression. Transcription factors such as the

androgen receptor and oestrogen can contribute to both differ-

entiation and proliferation in a context-dependent manner. In cell

culture it is possible to synchronise populations of cells by

chemically inducing reversible arrest at checkpoints and releasing

these blocks.

Immunoprecipitation of oestrogen receptor alpha from synchro-

nised cells was used to compare proteins differentially associated in

G1/S and G2/M fractions [Okada et al., 2008]. Principal classes of

chromatin-modifying complex include those that act through the

modification of histones and those that act in an ATP-dependent

manner to rearrange nucleosomal arrays. The histone deacetylase

NuRD was detectable only in the G2/M fraction whilst components

of the SWI/SNF complex were detectable in asynchronous and G1/S

populations [Okada et al., 2008]. The authors went on to demonstrate

that the NuRD complex inhibits oestrogen receptor transcriptional

activity in G2/M. By implication the effects of these distinct

associations on chromatin structure will be different and affect the

transcriptional network activated by oestrogens or anti-oestrogens.

This possibility has yet to be tested by the many groups tackling

nuclear hormone receptor biology by characterising genomic

targets for these proteins in synchronised cells.
APPLYING ChIP-on-chip TO CANCER

Cancer is a complex set of diseases characterised by accumulation of

mutations in the genome and aberrant expression of multiple genes.

A significant number of cancer-associated mutations occur in genes

encoding transcription factors. Identifying the genomic-binding

sites for these transcription factors is critical to understanding the

molecular basis of cancer. Studies using ChIP-on-chip or ChIP-

SAGE have identified direct target genes regulated by a growing

number of transcription factors implicated in cancers, including the

androgen receptor (AR), p53 and the oestrogen receptor (ER) [Massie

and Mills, 2008]. In addition, these experiments have also revealed

unexpected modes of action by these factors. In particular, binding

site recognition appears to be dependent on the recruitment of

complexes of transcription factors to clusters of binding motifs that

tend to be of the order of 6-mer consensus nucleotide sequences. In
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the case of the androgen receptor, there is discernible co-clustering/

co-enrichment of AR binding sites with sites for the oncogenic ETS

family of transcription factors at around 75–80% of proximal

promoter binding sites in the LNCaP cell line identified using a

Nimblegen promoter array covering 25,000 gene targets [Massie

et al., 2007]. Interestingly, in the same cell line using a tiling array

with coverage of chromosomes 21 and 22, the co-enrichment is for

other families of transcription factors and in particular GATA-3,

Oct1 and FoxA1 principally at distal or enhancer sites located up

to 100 kb away from identifiable transcription start sites [Wang

et al., 2007]. The latter observation very much follows a pattern

established for the oestrogen receptor in the MCF-7 breast cancer

cell line [Carroll et al., 2006]. The implication of these studies is that

whilst the AR and ER are transcription factors that have long been

targeted therapeutically in prostate and breast cancers, other

families of transcription factors may be equally or more significant

in tumours in redirecting the AR and ER to drive expression of gene

targets associated with disease.

What is presently missing however is a direct link between these

carefully controlled ChIP studies in cancer cell lines and comparable

assessments of transcription factor binding and function in cells

extracted from clinical material. What we therefore base our

understanding of transcription factor function in cancers on is

therefore largely inference and correlation. In prostate tumours we

know that ETS transcription factors are overexpressed often due to

chromosomal rearrangements and gene fusions affecting ETV1,

ERG, ETV4 and other family members [Alipov et al., 2005; Kumar-

Sinha et al., 2008]. By combining these observations with a

functional association between the androgen receptor and ETS1 in a

cell line Massie et al., concluded that these overexpressed ETS

transcription factors may affect AR signalling in prostate tumours

[Alipov et al., 2005; Massie et al., 2007]. This is clearly difficult to

prove categorically; however it is possible to co-stain tumour

sections for the AR and interacting proteins with a high degree of

precision owing to the development of fluorescent quantum dots

[Shi et al., 2008]. An obvious preliminary question is whether the

same cells actually express these associating proteins in tumours.

A whole-genome approach was taken to map oestrogen receptor

binding sites in the MCF-7 cell line and motif co-enrichment

revealed a highly significant co-enrichment of the PAX transcrip-

tion factor motif with oestrogen receptor binding sites [Hurtado

et al., 2008]. Based on previous reports of the overexpression of one

member of this family, PAX2, in a subset of breast cancers, this

protein became the subject of follow-up work [Silberstein et al.,

2002]. Hurtado et al. [2008] identified for the first time an oestrogen

receptor binding site within ERBB2 and found that, unlike most

other PAX sites, this binding site was occupied by PAX2 after both

oestrogen and tamoxifen treatment and ERBB2 transcription was

repressed. Knockdown of PAX2 expression relieved repression. The

hypothesis that PAX2 is a key determinant of ERBB2-mediated

tamoxifen-resistance was supported by immunohistochemistry on

ER-positive tumours that showed the PAX2 positive tumours were

associated with significantly improved recurrence-free survival.

The paper concludes by proposing that the alter ego of PAX2 is an

ER transcriptional co-activator called AIB1 and that, consequently,

the best prognosis for patients undergoing tamoxifen treatment
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is potentially for those that are PAX2-positive, ER-positive and

AIB1-negative [Hurtado et al., 2008]. Tumours from these patients

indeed had the lowest levels of ERBB2 expression. The proposed

model is elegant and the correlations are significant. There are

however some pertinent lessons to be drawn from this work. Firstly,

the original research to identify oestrogen receptor binding sites

throughout the genome in the same cell line yielded 3,665 sites and

a co-enrichment of FoxA1 and oestrogen receptor binding sites

[Carroll et al., 2006]. The present whole-genome dataset comprises

some 8,525 sites and now captures PAX site co-enrichment [Hurtado

et al., 2008]. This illustrates how crucial it can be to select thresholds

in interpreting ChIP data. It also indicates the importance of being

able to refine this complex dataset down to a single credible target

recognisable as significant. Given that there are other established

routes to ERBB2 overexpression in breast tumours including

genomic amplification [Mano et al., 2007], the clinically significant

facet of the work is not the mechanism, which is not directly testable

in the clinical material, but the correlation. What the field lacks is an

association between the site and the proteins in ChIP from clinical

material and this is universally true for research that seeks to employ

ChIP to shed light on transcriptional networks in cancer.
CONCLUSIONS AND FUTURE PROSPECTS

ChIP approaches have rapidly been adopted by researchers working

in almost all fields of biology. As a stand-alone, ChIP data are most

impressive in providing whole-genome snapshots of transcription

factor binding sites or epigenetic modifications in well defined

model systems in which biological diversity is limited or tightly

controlled. Assuming that there is significant evolutionary con-

servation of the proteins and modifications, these snapshots can also

allow phylogenetic comparisons to be made. Consequently the most

impressive data is generated by the simplest systems, be these liver

specimens from multiple species or simple and abundant organisms

such as yeast, and focussing on constitutive/core transcriptional

machinery and epigenetic events. Applying ChIP to proteins that

are highly regulated by extracellular stimuli/cell signalling and are

expressed in small sub-populations of cells in tissues, such as the

androgen receptor or oestrogen receptor, presents far greater

challenges. Datasets generated with defined treatments in well

characterised cell lines for such proteins are often robust and, when

paired with profiles of histone modifications, can indeed highlight

target genes for these transcription factors [Jia et al., 2008].

Issues arise however when trying to explain what the relationship

is between the androgen or oestrogen receptor and other

transcription factor families, trying to identify distal gene targets

in a high-throughput manner or attempting to extrapolate from

these datasets to tissues or even other cell lines. These issues can

largely be summarised by our inability to refine in a truly unbiased

manner the bewildering arrays of co-enriched binding motifs for

families of transcription factors and of distal targets once DNA

looping is invoked down to those that are most relevant. The

challenge is exacerbated by our present inability to apply ChIP

directly to the material that we profess the greatest interest in,
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tumour and normal tissues. Consequently much of this work

incorporates hunches, extrapolation and an element of supposition.

What do we need to do to improve this?

We need to be able to ChIP from much smaller quantities of

material, equivalent to merely a few thousand cells rather than

several million. Clearly this will happen first for the most abundant

DNA-bound proteins, the histones. However significant efforts need

to be put in to achieving results from sub-populations of cells in

tissues for transcription factors. There is thankfully some progress in

this regard with protocols now available for ChIP on 10,000 cells and

fewer [Acevedo et al., 2007; Collas and Dahl, 2008]. Additionally, as

it becomes ever clearer that transcription factors can bind at sites

that are distal from at least known transcription start sites—note that

ENCODE has revealed there may be large numbers that are

‘unknown’ or presumed not to exist—we need chromosome

conformation capture (3C) technology to evolve to become a truly

robust, genome-wide approach for enriching associations between

distal sequences [Simonis et al., 2007].

Finally, we need to be able to reconstitute or enrich protein

complexes on binding sites of particular interest, be this ER/PAX2

site in intron 1 of the ERBB2 gene or elsewhere, and identify the full

complement of proteins within such complexes in an unbiased and

comprehensive manner. There is really little point in advertising a

co-dependent transcription factor or pioneer factor as a target for

cancer treatment if there is sufficient redundancy in a multi-

transcription factor complex for the gene expression and tumour

growth is maintained even when such a factor is effectively targeted.

This may prove possible if we can amplify and biotin-label

immunoprecipitated DNA sequences and use them as scaffolds for

the enrichment of proteins in a sequence-dependent manner, rather

than merely sequence them or hybridise them to arrays. Nihilists

may then argue that in the absence of chromatin structure such

protein assemblies are meaningless but, interestingly, in vitro

chromatin reconstitution has been undertaken for many years by

researchers studying nucleosomal packing [Lusser and Kadonaga,

2004]. Pairing such an approach with ChIP-based isolation of DNA,

biotin-tagging to allow enrichment of protein–DNA complexes on

an avidin matrix, and more sensitive semi-quantitative mass

spectroscopy based on stable isotope labelling by amino acids in cell

culture (SILAC) or an equivalent strategy would be a step forward.

SILAC-based proteomic screening was recently used to show that the

basal transcription factor TFIID directly binds to the H3K4me3 mark

via the plant homeodomain (PHD) finger of TAF3 [Vermeulen et al.,

2007].

Such a multi-disciplinary proteomic strategy would remove our

current reliance on DNA sequence and motifs to predict classes of

bound proteins and would cast a comprehensive light for the first

time on proteins critical for the regulation of transcription but

with no intrinsic DNA binding capacity. Doubtless the research

community will worry about artefacts in attempting to achieve such

a goal. Indeed there will be artefacts but provided experiments are

controlled and associations are validated on genomic material, this

is a challenge that needs to be embraced. Otherwise we will remain

with DNA motifs, sequencing technologies and supposition in

attempting to describe the true complexity of protein–DNA

complexes. Presently we can schematise them as core machinery
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Fig. 3. The regulation of transcription in eukaryotes, whose complexity is succinctly summarised in the cartoon above, is a coordinated process involving the combined

function of multiple protein complexes. a: Sequence-specific transcription factors (TFs) which modulate the transcription of specific target genes bind to proximal promoter

elements and/or more distal regulatory sequences such as enhancers and silencers which can be situated upstream and/or downstream of the transcriptional start site (TSS).

These TFs recruit histone acetyltransferases (HATs) (see c) resulting in the remodelling of chromatin and localised histone acetylation. This allows the access of additional TFs to

cis-regulatory sequences that organise gene transcription via multiple interactions with other co-regulators and the core general transcription machinery, resulting in the

recruitment of the Pol II complex to the transcription start site (see b). b: Ubiquitous general TFs that bind to core promoter DNA elements such as TATA-box and allow

the specific recruitment of the Pol II complex to the core promoter. The assembly of general TFs and Pol II complex at core promoters is initiated by the binding of TFIID to the

core promoter. The TFIID–DNA binding is stabilised by binding of TFIIB to TFIID. This then allows the recruitment of TFIIF, Pol II, TFIIE and TFIIH and the subsequent recruitment of

TFIIF in association with Pol II to the complex. The mediator complex can be recruited to most genes via its interaction with components of the general transcription machinery.

c: Co-regulators, either co-activators or co-repressors, which play essential roles in mediating the effects of TFs on the regulation of transcription. They are recruited to

promoter regions of specific genes via interaction with sequence-specific TFs. General co-regulators often have basal functions and are recruited to most genes via association

with the general transcription machinery, whereas TF-associated co-regulators that are primarily recruited to promoters by gene-specific TFs often have chromatin structure

modifying activities. Chromatin-modifying co-regulators include histone acetyltransferases (HATs) and histone deacetylases (HDACs), and control the acetylation (ac) levels of

specific lysine residues within the core histone tails. Histone acetylation by HATs generally correlates with gene activation, while gene silencing is often associated with histone

deacetylation and HDACs are generally part of co-repressor complexes. In addition, histones are also modified by phosphorylation (PO4), methylation (me) and ubiquitination

(ub). These modifications form the epigenetic information of the genome. At present, it is still unclear what part of this information is inherited by the cell and what is not.

The resulting code of histone modifications is recognised by specific protein domains present in TFs.
and transcription factors, whose associations are regulated by DNA

loops and chromatin structure (Fig. 3), but little more.
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